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Abstract. Sentiment analysis is a technique that uses natural language 

processing to determine whether a piece of text has a negative, positive, or 

neutral sentiment. It is also known as emotional AI or opinion mining. It 

proves invaluable when dealing with noisy, unstructured customer data 

from diverse channels, where manual processing is impractical. This 

technique is widely applied across social media posts, blogs, surveys, 

reviews, and news articles to derive sentiment scores and extract valuable 

insights. The study in question focuses on analysis of sentiment in the field 

of reviews for women's clothes, applying Naive Bayes, Support vector 

machine, Neural networks, Logistic Regression, and other machine learning 

approaches. Evaluation parameters similar to precision, accuracy, F1-score, 

recall and (AUC) Area under the Curve is employed to assess the model 

performance. The research concludes that Logistic Regression and Neural 

Network models yield the best results, achieving a remarkable 92% 

accuracy. Notably, Naive Bayes demonstrates efficiency, particularly in 

handling larger datasets. This study contributes valuable insights into 

sentiment analysis, classifying women's clothing opinions as positive, 

neutral, or negative with practical implications for predictive modeling. 

Keywords: Sentiment Rating, Machine Learning, Word Embeddings, 

Customer Reviews, Ensemble Models, Sentiment Analysis. 

1 Introduction  
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Sentiment analysis helps figure out if people like or dislike the main thing in a text 

[1]. For instance, if a mother would like to purchase clothing for the sake of her 

children online, she is able to read the reviews.Some may claim that they have a 

strong preference for clothing that flatters them. Others say bad things and make 

you look more grown up. Some may say it's comfy and fits well, but has some 

small issues. And some may claim that it makes you the most stylish person on the 

street. For a new customer, all these reviews can be confusing, and they might get 

tired of reading them all and give up on buying. But sentiment analysis can make 

it simple by saying if the overall feeling is positive, neutral, or negative. It can also 

give a clear suggestion like recommending or not recommending the product to 

customers. 

Online reviews from people are a terrific approach to learn what clients think; 

especially when it comes to women's clothing [2]. Customers look at everything, 

from how good the product is to the services it comes with [3]. With more internet 

communities and review websites, there are lots of online reviews in different 

areas. This makes it easier to see what customers think by using text mining 

methods to analyze the reviews. Two popular techniques for this are sentiment 

analysis and topic modeling. Topic modeling groups reviews into main issues 

using certain models. These results are put together to understand what customers 

overall feel about something.Sentiment analysis focuses on the emotions 

expressed in the text by analyzing words to determine if they are good or negative 

[4].  

Yet, when it comes to analyzing free-form reviews, sentiment analysis faces some 

challenges. Using pre-made sentiment dictionaries doesn't always capture the 

specific details of the reviews. This happens because the unique aspects of the 

topic or product being reviewed may not be fully considered during the 

classification of words based on sentiment. Let's take words with positive and 

negative meanings that are commonly used in customer reviews as an example. 

Imagine we have seven words: 'terrific,' 'good,' 'interesting,' 'acceptable,' 

'tolerable,' 'bad,' and 'terrible.' Now, 'terrific' and 'good' are clearly positive, and 

'bad' and 'terrible' are definitely negative. However, 'interesting,' 'acceptable,' and 

'tolerable' fall in the middle, and their meaning could change based on the 

situation. For instance, if a teacher describes a student's report as 'interesting,' it 

might mean it's almost excellent, or it could mean it's just average without wanting 

to be too critical. 

But, when people make not-so-good comments, it doesn't just make the product 

look bad; it might also make others not want to buy it [5] (Shah et al., 2018). So, 

it's crucial to accurately figure out what customers really feel in their reviews. Thi 
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Main aim of the study is to discover a trustworthy way to categorize customer 

reviews, especially those about women's clothing online and to predict how 

customers rate their reviews about women's clothing using computer programs. 

We're working with a set of reviews from an online store. To make our predictions 

better, we're preparing the data and adding more details to it. Then, we're checking 

how well our predictions work using different computer methods like Support 

Vector Machine (SVM), Logistic Regression,Naïve Bayes and Neural network. 

The goal is to determine the most effective method to predict customer sentiments 

by comparing different methods and using both the original and enhanced data.  

2  Literature Review  

Analyzing how customers feel about women's online clothing can be really 

helpful, thanks to something called sentiment analysis. But it's crucial to know 

that how well this analysis works depends on how good the data is and the specific 
methods used. Sentiment analysis is a way of figuring out people's opinions from 

written words. It's part of a bigger field called natural language processing (NLP) 

that has become quite popular lately [6] 
  
The paper helps us to grasp different levels of sentiment analysis, various models 

for emotions, and how we go about detecting sentiments and emotions in text. It 

also talks about the difficulties we encounter when trying to analyze sentiments 
and emotions in text. By using sentiment analysis, you can find out how customers 

feel about different parts of your organization without having to go through a large 

number of comments all at once. If you receive a lot of feedback each month, it's 

impossible for one person to read all the responses. However, you can focus on 

specific customer categories within your organization and better understand their 

sentiments by using sentiment analysis and automating this process [7] 

 

Customers' level of satisfaction with a company's products and services is the 

main indicator of customer satisfaction. It's a big clue about whether customers 

will keep buying from that company in the future [8]. For businesses in today's 

competitive market, keeping an eye on and managing customer satisfaction is su-
per important. Sentiment analysis (SA) is a handy tool that can automate a big part 

of this job [9]. That's why there's been a lot more research on SA in the past fif-

teen years. People use it for all sorts of things in business, like predicting stock 

markets, figuring out how well a movie will do, and estimating how many cus-

tomers might leave. 

This study focuses on sentiment analysis, which involves figuring out if a piece of 

text is negative, positive or neutral. It explores a unique way of doing sentiment 

analysis using statistical data compression models. This approach has shown to be 
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successful for various text classification tasks like subject classification and au-

thorship attribution. The paper highlights the advantages of this method, such as 

its ability to recognize non-word or meta word properties, not needing pre-

processing, and being tolerant of slang and informal language. The paper uses 

three different datasets to demonstrate how well the compression-based method 

works. [10]. 

In the corpus-based way, figuring out feelings in text is like putting the text into 
categories. They make a special tool (called a sentiment classifier) using sentences 

that already show if they're positive or negative. People can mark these sentences 

themselves or use things like emoticons or star ratings to help. The first study to 

use this method was by [11], and they tried different machine learning techniques-

like Naïve Bayes, Maximum entropy, and Support Vector Machines (SVM) to see 

how well they work for finding feelings. Now, there's a trend to use deep learning 

methods. These methods do three things: first, they learn what words mean from a 

bunch of text. Then, they put these meanings together to understand what a whole 

sentence means. Lastly, they determine whether every word of the writing is good 

or negative [12]. 

Comparative Analysis and Summary 

In a comparative analysis of sentiment analysis algorithms, the study [13] focused 

on general reviews and found Logistic Regression to be the most accurate at 87%. 

In a subsequent investigation on women's clothing reviews, both Logistic 

Regression and Support Vector Machine (SVM) surpassed this accuracy, 

achieving an impressive 92%.  

Study [14], analyzing data from internet retailers, identified SVM as the most 

accurate at 98.2%, outperforming Maximum Entropy and Naive Bayes. Similarly, 

a study [15] concentrating on technological accessories on Amazon revealed 
Naive Bayes with the highest accuracy at 98.17%. In contrast, the current study on 

women's clothing reviews found Logistic Regression and SVM to be consistently 

accurate at 92%. Notably, a study [16] on eBay app store reviews favored SVM, 

while the current analysis of 27,126 datasets demonstrated that Logistic 

Regression was the most accurate.  

Another study [17] with a massive dataset of 35 million Amazon.com reviews 

found Linear SVC to be the most accurate at 88.11%, whereas Logistic Regression 

and SVC outperformed with a higher accuracy of 92% in the present work. This 

analysis underscores the consistent prowess of Logistic Regression and SVM 
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across various studies and domains, emphasizing their robust performance in 

sentiment analysis tasks, while also recognizing the influence of dataset 

characteristics and domain-specific considerations on algorithm preference. 

3  Proposed Methodology 

The planed methodology involves collecting a diverse dataset of women's clothing 
reviews from various sources, preprocessing the text data, and extracting features 

utilizing methods such as TF-IDF (Term frequency-Inverse document frequency). 

Sentiment labeling will be done through a combination of manual annotation and 

leveraging pre-trained sentiment lexicons. Machine learning models, including 

Naive Bayes, Logical Regression, neural network and Support Vector Machines, 

will be explored and fine-tuned for sentiment analysis. The goal is to provide ac-

tionable insights for improving product offerings and customer satisfaction in the 

women's clothing industry. I'm trying different methods to predict what customers 

feel from their reviews. Naive Bayes is a quick and important method in un-

derstanding text, but if you don't have a huge amount of data or a powerful com-

puter, other methods might be helpful too. I started by looking at the data and 

making some charts to understand it better. Then, I tested different models and 
compared them in different ways. 

 

3.1 Dataset Description 

The custom datset is used in this study consists of Ten feature variables and 

27,126 rows. 

Each row contains the following variables and reflects a customer review: 

Clothing ID: It is a categorical variable consisting of integers that indicates the 

particular article under review. 

Title: Title of the review is stored in a string variable. 

Age: A positive integer variable representing theage of the reviewer. 

Review Text: Review's primary body text, stored in a string variable. 
Rating: The customer's rating of the product is represented as a positive ordinal 

integer variable with a range of1 for the poorest and 5 for the best. 

Class name: A classification name that designates the product's class. 

Recommended IND: The customer's recommendation of the product is shown by 

a binary variable (0 indicates it is not advised, while 1 indicates it). 

Positive Feedback Count: Count of the customers, who thought this review was 

positive, expressed as an integer. 

Department Name: A category name designating the product department. 

Division Name: A classification name designating the product's upper tier 

division. 
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3.2 Reading the Dataset and Importing Modules 

To conduct our analysis, the first step is setting up our environment. I accom-

plished this by importing necessary modules and reading the data. Below is the in-

itial snapshot of the data. Afterwards, I determined that certain columns were un-

necessary for our analysis. Subsequently, I created a new dataset that includes 
only the columns relevant to our analysis. 

 

Fig.1: Sample Dataset 

 

3.3 Including word counts in the data frame and determining the frequency 

of specific words 

Adding word counts in a data frame is a highly beneficial practice as these counts 

can be utilized to derive valuable information. To achieve this, I created a function 

named “word counts”. 

 

Fig2: Determining the frequency of speific words 

 

3.4 Using a Word Cloud to Show the Densities of Selected Words, Class 

Names, and All Words in the Reviews 

I demonstrated word density in this area, which can provide insightful 

information. Firstly, I identified specific words reflecting customer sentiments, 
such as love, hate, fantastic, or regret. Second, I decided to look at the product 

class names instead of the product names because there were none. This way, we 

can gain insights into the most favored classes. Additionally, I found it intriguing 
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to explore the overall word densities in the reviews. At last, I employed the Word 

Cloud module to present the first five rows of tables that showed word counts for 

particular words together with the class names that corresponded to those words. 

The tables and figures below indicate that positive expressions like super, great 

and love were frequently used. Analyzing classes with in the structure of 

sentiment analysis using women's clothing reviews involves understanding the 

distribution of sentiments across different classes or categories. When analyzing 
the classes, it becomes evident that customers predominantly favored dress, knits, 

and blouses. Notably, the words dress and love emerged as frequently used terms 

across all reviews. 

Selected Words 

super    1726 

glad      615 

great    6119 

happy     706 

love     8955 

dtype: int64 

 

Class Names 
Dresses     6324 

Sweaters    1428 

Empty       6514 

Knits       4843 

Blouses     3098 

Name: Class Name, dtype: int64 

Analysis of Sentiments 

 

Fig.3: selected words and class names 
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Fig.4: all words in reviews 

3.5 Examining the Relationship among Age, Class Name, and Rating 

I considered it worthwhile to explore the connection between the rating, class 

names, and age, as certain age groups might consistently provide low ratings, 

write negative reviews, or lean towards products in the same class. To investigate 
this correlation, I employed the dynamic charts presented below. 

 

Fig.5: Relationship among age, class name and rating 

The majority of ratings appear to be positive, and the average rating across 

different classes appears relatively consistent. However, when examining age 
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groups, there isn't a significant change in the average age based on the rating. 

Similarly, the average age shows only minor variations among different class 

names, except for casual bottoms. It's worth noting that the chart below indicates 

only two reviews for casual bottoms, making it unreliable for drawing meaningful 
conclusions. 

3.6 Creating a Classifier for Sentiment 

I added a new column for sentiment because the dataset doesn't have one that 
indicates if a sentiment is positive or negativeThrough this procedure, I classified 

evaluations as either favorable (True in the new data frame) or negative (False 

in the new data frame) based on ratings of four or higher. Reviews with neutral 

ratings, equal to 3, were excluded. I then separated the data into test and training 
sets. 

Then I continued to fit each model separately. Given that some models require 
substantial processing time, it is more efficient to run each of them in separate 
cells. 

Neural Network 

start_time = dt.datetime.now() 

neural_network = MLPClassifier() 

neural_network.fit(X_train, y_train) 

elapsed_time = dt.datetime.now() - start_time 

print('Execution time: ', str(elapsed_time)) 

 
Elapsed time:  0:03:38.877403 
 

Logistic Regression 

start_time = dt.datetime.now() 

logistic_regression = LogisticRegression() 

logistic_regression.fit(X_train, y_train) 

elapsed_time = dt.datetime.now() - start_time 
print('Execution time: ', str(elapsed_time)) 

 

Elapsed time:  0:00:01.945027 

 

Support Vector Machine (SVM) 

start_time = dt.datetime.now() 

support_vector_machine = SVC() 

support_vector_machine.fit(X_train, y_train) 

elapsed_time = dt.datetime.now() - start_time 

print('Execution time: ', str(elapsed_time)) 
Elapsed time:  0:01:13.701644 
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Naive Bayes 

start_time = dt.datetime.now() 

naive_bayes = MultinomialNB() 

naive_bayes.fit(X_train, y_train) 

elapsed_time = dt.datetime.now() - start_time 

print('Execution time: ', str(elapsed_time)) 

 

Elapsed time:  0:00:00.035304 

 

 

4  Evaluating Models 

Initially, I included predicted outcomes in my training set.  

 

Fig.6: Embedding Results in the Data Frame 

ROC Curves and AUC 

I initiated the evaluation process by examining the ROC curve and AUC. While 

the results may seem favorable, they offer limited insights. To determine the best 
model, it's crucial to also scrutinize additional evaluation metrics. 

 

Fig.7: Evaluation process by examining ROC and AUC curves 
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4.2 Confusion Matrices 

I also utilized confusion matrices to get more information. It is evident that while 

SVM has excellent ROC values, it does not produce outcomes that are healthy 

 

 

4.3 Experimental Results and Analysis 

Neural Network 

Comparable to the SVM and LR, the accuracy of the Neural Network approach is 

92%. Naive Bayes has a 71% precision rate and an 82% F1 score. 

 

 
Table1: performance measures of Neural network 
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Logistic Regression 

 

The Recall, precision score, and f1 scores are 92%, 94%, and 96%, respectively. 

Conversely, the logistic regression and SVM precision values are 96% and 94%, 

respectively. When compared to the other two classifiers, the AUC exhibits the 

highest value. Compared to SVM, it performs better. Its accuracy rate is 92%. 

 
Table2: performance measures of Logistic Regression 

 

Support Vector Machine (SVM) 

The table below shows that the SVM's accuracy is 92%, an extremely good 

number. At 88%, the precision value is comparable to that of logistic regression. 

 
Table3: performance measures of Support Vector Machine 

Naive Bayes 

 

Naive Bayes technique accuracy is 71%, which is comparable to that of the LR 

and support vector machine (SVM). Naive Bayes has a 73% precision rate and an 

82% F1 score. 
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Table4: performance measures of Naive Bayes 

5  Conclusion  

Sentiment analysis was used to evaluate whether the product is recommended, 

employing various machine learning algorithms to enhance prediction accuracy. 

We also integrated a deep learning algorithm to assess how well it performed in 

contrast to conventional machine learning techniques. The classification 

algorithms involved Logistic Regression, Support Vector Machine (SVM),and 

Naive Bayes and Neural Network. 

When comparing these models, it becomes challenging to single out the best 

among the top 5, as their scores are very close. However, upon reviewing all 

evaluation metrics in the model evaluation section, Logistic Regression and 

Neural Network emerged as the top performers for our analysis. Both models 

prove highly effective in predicting sentiment. Conversely, Naive Bayes 

demonstrates a quicker runtime, and this efficiency might become a notable 

advantage, especially with larger datasets. 
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